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ABSTRACT—Wireless Sensor networks are finding multiple applications and are being increasingly deployed in the real 
world in various applications including military, industrial applications, remote sensing etc. Wireless sensor network is 
composed of many number of sensor nodes for sensing real time data. Each node communicates with each other by a 
wireless link either by directly or through the other nodes. Sensor nodes are powered by a battery supply, conservation of 
energy, which is directly related to network lifetime, is considered relatively more important than the quality of data sent. 
The lifetime of a sensor network depends on its node's energy. In most of sensor networks there is no way to charge node's 
battery, therefore efficient use of available energy sources is essential.  In order to use the energy efficiently, an energy 
aware routing protocol which finds the best least cost between two nodes and finds the shortest route for real time data 
transmission is proposed, which not only has optimal energy consumption but also has the minimum end to end delay. 
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I. INTRODUCTION 
 ireless sensor networks (WSNs) have gained worldwide attention in recent years, particularly with the proliferation 
in Micro-Electro-Mechanical Systems (MEMS) technology which has facilitated the development of smart 

sensors[1]. These sensors are small, with limited processing and computing resources, and they are inexpensive compared 
to traditional sensors. These sensor nodes can sense, measure, and gather information from the environment and, based on 
some local decision process, they can transmit the sensed data to the user.  

Due to the limited battery capabilities, sensor nodes suffer an energy resource constraint [2] such that if there happens 
to be a failure of even a single node, the whole network topology changes requiring the network setup to be initiated 
again. This means that the life time of the network greatly depends on the life time of the individual nodes in the network 
of sensor nodes. Since sensor nodes are deployed to monitor events happening in a particular region, there is always a sink 
node or base stations to which the sensing nodes have to route the Sensed data for processing. The main advantage of the 
sink node is its prolonged energy supply since it is always  
 
accessible and therefore it always guarantees that if sensed data reaches the sink node, then the Probability of losing the  
Sensed data is reduced which is not the case for the source nodes. Node failure can be due to battery outage since sensor 
nodes are equipped with a fixed source of battery power [3]. An important factor that influences the consumption of more 
power in wireless sensor network is that each sensor node consumes power not only for sensing but also for processing the 
sensed data and transmitting or receiving data to or from its neighbors. These are the reasons for which the efficient use of 
power is the primary and perhaps the most important consideration for designing a wireless sensor network routing 
protocol.  

Routing protocols [4] in wireless sensor network are designed in such a way that they keep the network life time for a 
longer period by efficiently utilizing the available resources in the most economical way and routing protocols also should 
use appropriate algorithm to find routes with ability to satisfy application QoS requirements. The sensor nodes in WSNs 
have many limited sources of energy and computing. The main constraint of these networks is the amount of energy 
consumption. The lifetime of a sensor network depends on its node's energy. In most of sensor networks there is no way to 
charge node's battery; therefore efficient use of available energy sources is essential. With respect to all above mentioned 
points, the protocols in wireless sensor network should consider energy constraint in all network's layers. Also routing 
protocols should use efficient algorithms that consume energy optimally [5]. 
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A number of factors do influence the design of routing protocols for wireless sensor network. They are node deployment, 
energy consumption, scalability, data aggregation, coverage and connectivity [6]. There exist a number of routing 
protocols classified according to network structure. They are hierarchical routing protocols, flat routing protocols and 
Location based routing protocols [7]. In flat routing protocols, all nodes in the sensor network have equal roles in 
gathering information. They all have the same information about the state of the network. Some of the flat routing 
protocols that have been proposed include: Directed Diffusion, Spin, Rumor routing, Minimum Cost Forwarding 
Algorithm, Gradient Based, Cougar, and Acquire [8]. In this paper a flat routing protocol has been proposed. 
  

In this paper an efficient energy award routing protocol for real time traffic in wireless sensor networks has been 
proposed. The proposed routing protocol is energy aware so its main goal is to consume energy optimally. The proposed 
routing protocol can find the best route which not only has the optimal energy consumption but also has the minimum end 
to end delay. The routing algorithm in the proposed protocol, considers a cost function which helps the algorithm to 
assign a cost to each route. This cost function could be determined based on the application requirements. The proposed 
algorithm finds the best route depends on its cost. By using a cost function, the proposed routing algorithm selects an 
optimal route with possible lowest cost. The cost function is based on energy consumption and end to end delay. The end 
to end delay consists of transmission delay and queuing delay [9]. In the proposed algorithm, there is an attempt to 
minimize end to end delay by minimizing transmission delay. As transmission delay is directly related to the route length, 
the minimum transmission delay can be achieved by minimizing route length between source and sink nodes. The 
proposed routing protocol uses a neighbor discovery algorithm to find its neighbors uniquely. As most of routing 
algorithms need to send data to a specific neighbor, neighbor discovery is very important. The proposed neighbor 
discovery algorithm uses three input parameters includes: node identifier (ID), received signal strength and a random 
number. Simulation results show that it can discover the neighbor uniquely. 
 The rest of the paper is organized as follows: Section II gives overview of related work. Section III describes the 
proposed energy aware routing protocol in details. The implementation details and the performance analysis are discussed 
in section IV. Section V contains the simulation results and finally section VI concludes the paper. 

II. RELATED WORKS 
Many routing protocols have been developed for wireless sensor networks till now. As the energy is an important 

constraint of the WSNs, so the energy aware routing algorithms are too important. In the rest of this section we review 
some of the general routing protocols proposed for wireless sensor networks. Directed Diffusion [10] is a well known 
routing algorithm for wireless sensor networks. This algorithm is not complicated and directly diffuses the data related to 
sensor nodes. This procedure guarantees high data delivery rate and low delay for communications. Directed Diffusion 
consumes more energy to forward and receive redundant data. Sink sends interests to each network nodes and determines 
their job. When a node senses an event, it sends appropriate event related information to sink. 

 Low-Energy Adaptive Clustering Hierarchy (LEACH) [11] protocol is also the very commonly used in sensor network 
for sensor network. The LEACH has the hierarchical structure and clustering routing method, LEACH partitions the 
sensor nodes into many different clusters, each cluster have a head node to collect the data of the other nodes in the same 
cluster and sending the collected data to the other cluster head or sink, but the nodes which is not the head between 
different clusters could not communicate with each other. The head node will be chosen randomly in the cluster, it causes 
the more energy consumption of the head nodes. By taking advantages on the data aggregation and chosen the head nodes 
randomly, LEACH would disperse the energy dissipation of nodes to enhance the lifetime in sensor network, but the 
longer communications between the head nodes or sink may increase the energy depletion by comparison.  

The Power-Efficient Gathering in Sensor Information Systems (PEGASIS) [12] is the familiar reactive routing protocol 
for sensor network. Similar to the LEACH, the PEGASIS have a leader node to transmit the data to the sink. But the 
sensor nodes would not report data in periods by PEGASIS. When there’s any detected event, the route will be created as 
a chain by Greedy algorithm, there’s one node will be selected as the leader node to gather the data which is transmitted 
by other nodes along the chain. This reactive model can reduce the energy depletion by switching off the leader node and 
the 
Sensor nodes in turns and it can also decrease the frequency of the communications of sensor nodes. But the PEGASIS 
needs the location-aware device to create the chain for data transmissions, and that will also cost the more overheads of 
the node. 

Real time Power Aware framework (RPTAW) considers both energy [13] and QoS metrics. This algorithm acts 
hierarchically. By changing cluster structure and creating new node which is called Relay Node that its job is forwarding 
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information from cluster to sink, its goals are achieved. This algorithm claims that by using data aggregation functions, 
energy consumption is reduced. Furthermore it can manage quality of service depending on efficiency of routing protocol 
used. 

Reactive Energy Decision Routing Protocol (REDRP) [14] is another routing algorithm for WSNs that its main goal is 
optimal energy consumption. This algorithm attempts to distribute traffic in the entire network fairly. Using this 
mechanism, it decreases total network energy consumption. REDRP is routing reactively, and uses residual node energy in 
routing procedure. It uses local information to routing, but nodes have a global ID which is unique for the entire network. 
This algorithm is divided into 4 steps. In the first step, sink sends a control packet to all network nodes. The nodes 
estimate their distance to sink relatively by using this packet. Next step is route discovery. Routing is performed on 
demand in REDRP. This means that the routes are established reactively. After route establishment in route discovery 
step, data are forwarded to sink by using those routes. In route recovery step if a route is damaged, it will be recovered or a 
new route will be established. 

III. PROPOSED PROTOCOL 
The proposed protocol uses a flat routing algorithm [15] in which routes is established before traffic transmission. The 

algorithm is run to find the least cost route between the source and sink. The proposed routing algorithm is divided into 3 
phases which are: route discovery phase, data transmission phase and route recovery phase. The last phase is only done 
when the topology has been changed. Each node has a unique identifier (ID) which is determined in the route discovery 
phase. The nodes also have a routing table which includes 3 fields: ID, signal strength  and route cost. There is a record 
for each neighbor of a node in its routing table. The routing table is created in the route discovery phase. This table is used 
in data transmission phase to send traffic from source to sink. The three phases of the routing protocol are described in the 
following sections 

A. Route discovery phase 
Sink will be the initiator of this phase, and it broadcast a packet to its entire neighbor which is called as the route 

discovery packet. The route discovery packet is shown in the Fig.1 
 

Message Type 
 

Sender ID 
 

Best route cost 

Fig. 1 Route discovery packet 
Each Route Discover packet consists of three fields which are: message type, sender ID and best route cost. The 

message type field determines the type of packet. The sender ID field determines the value of sender's ID. The best route 
cost field determines the cost of optimal route between sender node and sink[16]. Usually the value of sender ID field in 
all Route Discover packets which are sent by the sink node is equal to zero. As the cost of optimal route between sink node 
and itself is always zero, so the value of best route cost field is also equal to zero. 

 
After receiving the Route Discover packet, each node follows these steps: 
 

1.   The node increments the value of sender ID field in the received packet and compares the result with its ID. If the 
result is bigger than the node's ID, the received packet is dropped. Otherwise the node's ID is replaced by the 
value of the result. When the node doesn't have any ID, the node's ID is equal to: sender ID +1. If packet is 
accepted the steps are continued as follows: 

2.   The node creates a new record for new received packet in its routing table. The ID field of the routing table is set 
to the value of sender ID field of the received packet. 

3.   The forwarding cost of packet which is sent directly from node i to j is calculated using the following cost 
function: 

 
 Cost = distanceij+energyj+(ETXp*Delay)                   (1) 

 
Where  

distanceij -distance between node i and j. 
energyj  -Residual energy of node j 
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Definition of ETXp: The path ETX [17] is the maximum of the sum of the ETX’s of any three successive hops in a route. 
This computes the amount of bottleneck. N is the number of hops. ETXj is the ETX value of the jth hop. The number of 
bottleneck links may vary according to the network density. 

 

                  (2) 
 

Definition of delay: The end-to-end delay of a packet in a network is the time it takes the packet to reach the sink from 
the time it leaves the source. 

 
 
Where 
 

                                                          (3) 

 
The ETX represented in (3) of a link is the predicted number of data transmissions required to send a packet over that link 

Where 
 df - Forward delivery ratio 
 dr - Reverse delivery ratio 
 N – Number of hops 
 ETX – Expected Transmission count 

Cost assigned to each link in the network is represented in (1). Each node to transmit its data toward sink, selects the 
optimal route which has least cost. If the new discovered route has a lower cost than the existing least cost route, the node 
replace the new discovered route as its best route to the sink. In this case, the sender of packet is chosen as the next hop 
node. As the routing strategy is hop by hop, so each node only stores information about its next hops. 
 

4. Distance between the sender and the receiver is      determined by the signal strength of the received packet, and 
then the value is updated in the signal strength field of the routing table. Using the distance the transmission delay 
can be determined. For a better throughput the expected transmission count is added. 

5.  If in steps 2, 3 and 4 any changes occur in the values of node properties, the node should send a Route Discover 
packet to its neighbors containing the new value of the parameters. 

 
In the proposed algorithm, each node receives Route Discover packet from all its neighbors. It selects the lowest 

neighbor's ID as its ID. When all nodes send the Route Discover packets, the value of best cost route field in their routing 
table is set to the value of least cost route. At the end of route discovery phase, each node knows the cost of sending data 
from itself to the sink node. 

 

B. Data Transmission Phase 
When a node detected an event, it should send data related to that event to the sink. As mentioned before, the routes 

are established in the route discovery phase. All nodes know their least cost route to the sink. So, using the optimal path 
the node will be able to send its data to the  sink. Each node knows its next hop in its least cost route. When a node 
detected an event or received any data, it sends them to the sink node via its next hop node. 

C. Route Recovery Phase 
This phase is executed periodically. The length of time 

periods depends on the node's mobility. If a node dies, it will never participate in the routing procedure in the next period. 
Therefore, the dead nodes are not belonging to any established route. If the next hop node is failed, the data are sent using 
a backup node. All nodes in the network know the cost of forwarding information through their neighbors. When the least 
cost route is failed then the node forwards data using the second least cost route. As the information about all the possible 
routes from a node to sink is stored in the node routing table, so it is easy to find the first and second least cost routes. 
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When the reminding energy of a node is less than a predetermined threshold, it will inform this situation to all its 
neighbors. If a node realizes that its next hope node doesn't have any sufficient energy, it uses its second least cost route to 
send its data. 

IV. PROPOSED NEIGHBOR DISCOVERY PHASE 
The operation of the proposed neighbor discovery phase is explained in this section. All energy aware routing protocols 

need neighbor discovery mechanism. Proposed approach uses a hop by hop routing algorithm; route to the sink is selected 
by each node via choosing next hop, meanwhile different routes are picked out by considering different next hop nodes. 
Most of routing algorithms use hop by hop strategy which is more efficient. All nodes which use hop by hop routing 
algorithm need information only about their next hop, which means they just need local information. When an algorithm 
needs to have a global view of the entire network, it absolutely must pay much more in contrast with the situation with 
only local view. Neighbor discovery algorithms collect local information about node's neighbors. To distinguish nodes 
from each other, we can assign a unique identifier to each node. This identifier makes enable the other nodes to select one 
node uniquely. By considering this deployment, all the node's neighbors will receive the data, but only one node that is 
identified by the packet destination identifier field will process it. The node's identifier could be local or global. When a 
node's identifier is global, the node could be identified by the other nodes uniquely. But as we mentioned before, this type 
of identifying is too expensive. When a node uses local identifier, it can only distinguish its neighbors. As the proposed 
algorithm needs network's nodes to distinguish their neighbors uniquely, so it doesn't need global identifier and the local 
identifier is sufficient. In the following, we propose a new neighbor discovery mechanism for distinguishing node's 
neighbors. 

In the proposed neighbor discovery mechanism, each node estimates its distance to the sender using received signal 
strength. This parameter can be used for distinguishing node's neighbors. In the route discovery phase many packets are 
transmitted between nodes. Using the signal strength of these packets, the receiver can estimate its distance to the sender 
node. Therefore at the end of route discovery phase all nodes know their distance to their neighbors. In the route discovery 
phase an ID is assigned to each node. This ID is not unique in the entire network. The nodes with equal ID have the same 
number of hops to the sink. The proposed neighbor discovery algorithm uses both node ID and received signal strength to 
distinguish neighbors with a suitable accuracy rate. We believe that by using the distance between two nodes and the node 
ID, we can distinguish the neighbors with a high accuracy. If by using these two parameters, the node couldn't distinguish 
all its neighbors, this means that some of its neighbors have the same distance and ID. In this case, the proposed 
mechanism uses a random number to discern them. 

When a node detects a collision, this means that it has more than one neighbor with the same distance and ID. It sends 
a Collision Recovery packet to the neighbors. In this packet the sending node advertises that only the nodes which 
detected any collision should process it and the other neighbors should ignore it. When the nodes which detected collision 
receive this packet, they create a random number between 0 and MAX (usually MAX is a big number, e.g., 100000) and 
send it for the node that has sent the Collision Recovery packet, using Collision Recovery Reply packet. Both sender and 
receiver, store this random number in their routing table in an appropriate record. This random number makes 
distinguishing action complete. By using distance (signal strength), ID and if needed the random number, it is possible to 
distinguish neighbors from each other. When a node wants to send a packet to one of its neighbors, it should use all of 3 
mentioned parameters in the packet. All neighbors receive the packet, but only the neighbor which can find a match and 
has the same properties will process the packet and the other nodes will ignore it. To evaluate the performance of the 
proposed neighbor discovery phase, we implemented it in a simulator. Table 1, shows the simulations results. As 
mentioned before, the collision is only occurred when a node has more than one neighbor with the same distance and ID. 

V. SIMULATION RESULTS 
In this section using GloMoSim network simulator software the performance of the energy aware routing protocol is 

evaluated with that of the AODV protocol. 
 
A. Environment setup 

Table 1 shows the network environment setup under which the energy aware routing protocol is simulated 
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TABLE I 
NETWORK PARAMETERS 

Fig. 
No 

Number 
of Nodes 

Number of 
Traffic 

Terrain 
Range 

Traffic 

1 25 - 150*250 CBR 
2 50 4 500*500 CBR 
3 25 - 150*250 CBR 
4 50 - 500*500 CBR 
5 - 4 500*500 CBR 

 
B. Results analyze 
 In Figure 1 the average energy consumption of all the nodes is plotted versus number of traffic. When number of traffic 
increases the node utilization of the network also increases because of dense traffic, hence the energy consumed by the 
nodes increases with that of increase in traffic. When compared to that of AODV protocol the proposed energy aware 
protocol consumes less energy. 

 

 
Fig. 1 Comparison of Average energy consumed between energy aware protocol and AODV by varying the traffic.  

Figure 2 compares the average energy consumed between the proposed protocol and AODV protocol by varying the 
packet size. Packet size represents the size of the data packet routed through the nodes. When packet size increases the 
routing time is also get increased which results in increased node utilization time, due to this the network energy 
consumption is also increased. As because the proposed routing protocol proactively establishes the route by least cost 
route it performs better than the AODV protocol. 

 

 
Fig. 2 Comparison of Average energy consumed between energy aware protocol and AODV by varying the packet size.  
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 The average end to end delay by varying the number of traffic is analyzed in Figure 3 by a comparison between the 
proposed protocol and the AODV protocol. The proposed protocol establishes a least cost route which has less number of 
hops to reach the sink node, hence the end to end delay for the data packet to reach the sink node also get reduced. This 
concept looks better than the AODV protocol routing technique. 

 

. 
Fig. 1  Comparison of Average end to end delay between energy aware protocol and AODV by varying the traffic. 

 Throughput of the network in analysed in Figure 4 for proposed method and AODV protocol by varying the number 
of traffic. As traffic increases the collision in each node get increased which results in decrease in throughput of the 
network. Proposed protocol performs better in such condition than the AODV protocol. 

 

 
Fig. 4 Comparison of Throughput between energy aware protocol and AODV by varying the traffic 

Figure 5 compares the throughput of the energy aware protocol and the AODV protocol by varying the number of nodes 
in the network. As the node density of the network increases the number of hops also increases for the data packet to reach 
the sink node from the source node. Proposed protocol selects the route with minimum hop counts hence congestion of 
network decreases and collision rate also decreases which results in better throughput.   
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Fig. 5 Comparison of Throughput between energy aware protocol and AODV by varying the Number of nodes 

VI. CONCLUSION 
. Energy aware routing is most challenging issue in wireless sensor networks. Current research on routing of sensor data 
mostly focused on protocols that are energy aware to maximize the lifetime of the network, scalable for large number of 
sensor nodes and tolerant to sensor damage and battery exhaustion. In this paper an efficient energy aware routing 
protocol was proposed. The proposed routing protocol has two major goals which are low power consumption and high 
delay performance. We evaluated the performance of the proposed protocol under different scenarios. Simulation results 
confirmed that the proposed protocol is more efficient in energy consumption in comparison with the traditional AODV 
protocol.  Furthermore, the proposed routing protocol can find the optimal path with a low end to end delay and high 
throughput link. 

REFERENCES 
[1] I.F. Akyildiz, W. Su, Y. Sankarasubramaniam, E. Cayirci “Wireless sensor networks: a survey” Computer Networks 38 (2002) pp.393–422. 
[2] Jun Zheng Abbas Jamalipour” WIRELESS SENSOR NETWORKS A Networking Perspective” pp.1-24. 
[3] Ian F. Akyildiz , Erich P. Stuntebeck “Wireless underground sensor networks: Research challenges” Ad Hoc Networks 4 (2006) pp. 669–686. 
[4] Kemal Akkaya and Mohamed Younis “A survey on routing protocols for wireless sensor networks” Ad Hoc Networks 3rd   pp.  325–349 (2005).. 
[5]  Xin Liu, Quanyu Wang and Xuliang Jin,”An Energy-efficient Routing Protocol for Wireless Sensor Networks,” Proceedings of the 7th World Congress 

on Intelligent Control and Automation Chongqing, China.,pp. 25 - 27, Jun.  2008. 
[6] Javier Matamoros, Student Member, IEEE, and Carles Ant´on-Haro, Senior Member, IEEE “Opportunistic Power Allocation and Sensor Selection 

Schemes for Wireless Sensor Networks” IEEE Transactions On Wireless Communications, Vol. 9, No. 2, February 2010. 
[7] Wan Norsyafizan W.Muhamad, Nani Fadzlina Naim, Noorafidah Hussin, Norfishah Wahab, Noorhafizah Abd Aziz, Suzi Seroja Sarnin, Roslina 

Mohamad” Maximizing Network Lifetime with Energy Efficient Routing Protocol for Wireless Sensor Networks” 2009 Fifth International Conference 
on MEMS NANO, and Smart Systems. 

[8] Mohamed Younis and Kemal Akkaya” Strategies and techniques for node placement in wireless sensor networks: A survey” Ad Hoc Networks 6 (2008) 
pp. 621–655. 

[9] Mohamed Younis, Kemal Akkaya, Mohamed Eltoweissy and Ashraf Wadaa “On Handling QoS Traffic in Wireless Sensor Networks" Proceedings of 
the 37th Hawaii International Conference on System Sciences – 2004. 

[10] Chalermek Intanagonwiwat, Ramesh Govindan, Deborah Estrin, John Heidemann “Directed Diffusion for Wireless Sensor Networking” IEEE/Acm 
Transactions On Networking, Vol. 11, No. 1, February 2003. 

[11] Heinzelman, W.R., Chandrakasan, A., Balakrishnan,,H “Energy-efficient communication protocol for wireless microsensor networks”. In: Proceedings 
of the 33rd Annual Hawaii International Conference System Sciences, 2000. (2000) 3005–3014. 

[12] Lindey, S.,Raghavendra, C.S “PEGASIS: Power-Efficient Gathering in Sensor Information Systems” In Proceedings of the Aerospace 
Conference(2002) Volume 3,1125-1130. 

[13] . Heesang Lee, Kyuhong Lee” Energy Minimization for Flat Routing and Hierarchical Routing for Wireless Sensor Networks” The Second International 
Conference on Sensor Technologies and Applications. 

[14] Ying-Hong Wang, Chih-Peng Hsu, Yi-Chien Lin, Chien-Shan Kuo, Hsin-Yi Ho” A Routing Method by Reactive Energy Decision in Wireless Sensor  
Networks” 21st International Conference onAdvanced Information Networking and Applications Workshops (AINAW'07). 

[15] Anita Kanavalli Dennis Sserubiri, P Deepa Shenoy, Venugopal K R4 and L M Patnaik “A Flat Routing Protocol for Sensor Networks” International 
Conference on Methods and Models in Computer Science, 2009  

[16] Tian He John A Stankovic Chenyang Lu Tarek Abdelzaher” SPEED: A Stateless Protocol for Real-Time Communication in Sensor NetworkS” 
Proceedings of the 23rd International Conference on Distributed Computing Systems (ICDCS’03) 2003 IEEE. 

[17] Shuang Li, Alvin Lim, Santosh Kulkarni and Cong Liu.,“Edge: a routing algorithm for maximizing throughput and minimizing delay in wireless sensor 
networks” IEEE Journal Auburn University, Computer Science and Software Engineering Auburn, AL, Feb 2007. 


