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ABSTRACT:  Post Operative patient dataset is a real world problem obtained from the UCI KDD archive which is used 

for our classification problem. In this paper different classification techniques such as Bayesian Classification, 

classification by Decision Tree Induction of data mining and also classification techniques related to fuzzy concepts of 

soft computing is used for implementation of our dataset. The parameters used to comparison of different algorithms 

are RMSE, ROC Area, MAE, Kappa Statistics, time taken to build the model, Relative Absolute Error, Root Relative 

Squared Error, and the percentage value of classifying instances. 
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I. INTRODUCTION 

 

 Simply stated, data mining refers to extracting or “mining” knowledge from large volume of data [2]. But in 

broadly data mining can be defined as the task of extracting implicit, non-trivial, previously unknown potential useful 

information or pattern from data in large databases. Data mining is “the process of using variety of data analysis tools 

to discover patterns and relationships in data that may be used to make valid predictions” [1].  Data mining tasks can be 

descriptive, (i.e., discovering interesting patterns or relationships describing the data), and predictive (i.e., predicting or 

classifying the behavior of the model based on available data). It is an interdisciplinary field with a general goal of 

predicting outcomes and uncovering relationships in data [3]-[6]. Some of the data mining techniques are 

Classification, Clustering and Rule Mining. 

 

Clustering is a widely used knowledge discovery technique. It helps un-covering structures in data that were unknown 

in the past known. The clustering of huge data sets has attracted a lot of notice in recent years, however, clustering is a 

silent and difficult task since many available algorithms fail to do well in scaling with the size of the data and the 

amount of dimensions that illustrate the points, or in finding illogical shape of clusters, or trade efficiently with the 

existence of noise. 

 

Clustering is the process of grouping objects/items into classes or clusters of similar objects. A cluster is a collection of 

objects that are similar to each other within the cluster and are dissimilar to objects in other clusters. Similarities and 

dissimilarities are assessed based on the attribute values describing the objects. Often, distance measures are used. 

Mathematically speaking, the norm between intra cluster objects is less than the norm between intercluster objects i.e. 

 

     | dai-daj |<|dak-dbl| 

 

Where dai, daj and dak are objects from same cluster a, dbl belongs to a different cluster b and | dai-daj | denote the 

distance between objects dai and daj
. 

Clustering has been a folklore problem in areas like Bioinformatics [6], Data 

mining, pattern recognition [7], image analysis, etc. Clustering techniques used in many applications are either 

dominated by distance based or connectivity based. A few alike algorithms have been used in [8]. In Classification 

given a collection of records, containing a set of attributes, we first build a model as a function of the values of other 

attributes, which divides data into classes such that unseen records should be assigned to a class as accurately as 

possible. 

II. DIFFERENT CLASSIFICATION TECHNIQUES 

 

 There are several classification techniques for classification of both multivariate and univariate dataset, but 

some of the basic techniques are Decision tree classifier, Bayesian classifiers, Bayesian belief networks, and Rule-
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based classifiers. Some more recent approaches to classification are Support vector machine, classification based on 

Association rule mining, k-Nearest-Neighbor classifiers, Case-based reasoning, and Genetic algorithms. 

 

Bayesian classifiers [24] are statistical classifiers. They can predict class membership probabilities, such as the 

probability that a given tuple belongs to a particular class. Bayesian classification is based on Bayes‟ theorem, 

described below. Bayesian classifiers have exhibited high accuracy and speed when applied to large databases. 

Naïve Bayesian classifiers assume that the effect of an attribute value on a given class is independent of the values of 

the other attributes. This assumption is called class conditional independence. It is made to simplify the computations 

involved and, in this sense, is considered “naïve.” Bayesian belief networks are graphical models, which unlike naïve 

Bayesian classifiers allow the representation of dependencies among subsets of attributes. Bayesian belief networks can 

also be used for classification. 

 

Bayes’ Theorem 

 

 Bayes‟ theorem [2] is named after Thomas Bayes (1702-1761), a nonconformist English clergyman who did 

early work in probability and decision theory. Let X is a data tuple. In Bayesian terms, X is considered “evidence.” As 

usual, it is described by measurements made on a set of n attributes. Let H be some hypothesis, such as that the data 

tuple X belongs to a specified class C. For classification problems, we want to determine P (H|X), the probability that 

the hypothesis H holds given the “evidence” or observed data tuple X. In other words, we are looking for the 

probability that tuple X belongs to class C, given that we know the attribute description of X. P (H|X) is the posterior 

probability, or a posteriori probability, of H conditioned on X.  Bayes‟ theorem is: 

 

    P (H|X) =  )(

)()|(

XP

HPHXP

 

Naïve Bayesian Classification 

 

 The naïve Bayesian classifier, or simple Bayesian classifier, works as follows: 

 

1. Let D be a training set of tuples and their associated class labels. As usual, each tuple is represented by an n-

dimensional attribute vector, X = (x1, x2… xn), depicting n measurements made on the tuple from n attributes, 

respectively, A1, A2…An. 

 

2. Suppose that there are m classes, C1, C2… Cm. Given a tuple, X, the classifier will predict that X belongs to the class 

having the highest posterior probability, conditioned on X. That is, the naïve Bayesian classifier predicts that tuple X 

belongs to the class Ci if and only if P (Ci|X) > P (C j| X) for 1 ≤ j ≤ m, j≠ I Thus we maximize P (Ci|X). The class Ci 

for which P (Ci|X) is maximized is called the maximum posteriori hypothesis. By Bayes‟ theorem P (Ci|X) = P (X|Ci) P 

(Ci)/P (X). 

 

3. As P(X) is constant for all classes, only P (X|Ci) P (Ci) need be maximized. If the class prior probabilities are not 

known, then it is commonly assumed that the classes are equally likely, that is, P (C1) = P (C2) =… = P (Cm) and we 

would therefore maximize P (X|Ci). Otherwise, we maximize P (X| Ci) P (Ci).  

 

4. Given data sets with many attributes, it would be extremely computationally expensive to compute P (X| Ci). In order 

to reduce computation in evaluating P (X| Ci), the naive assumption of class conditional independence is made. This 

presumes that the values of the attributes are conditionally independent of one another, given the class label of the tuple 

(i.e., that there are no dependence relationships among the attributes). Thus,  

   P (X | Ci) =



n

k 1 P (xk|Ci) 

       = P (x1|Ci) × P (x2|Ci) ×…× P (xn|Ci). 

      

Precaution for Zero Probabilities 

 

 There is a simple trick to avoid this problem. We can assume that our training data-base, D, is so large that 

adding one to each count that we need would only make a negligible difference in the estimated probability value, yet 

would conveniently avoid the case of probability values of zero. This technique for probability estimation is known as 
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the Laplacian correction or Laplace estimator, named after Pierre Laplace, a French mathematician who lived from 

1749 to 1827. If we have, say, q counts to which we each add one, then we must remember to add q to the 

corresponding denominator used in the probability calculation.  

III.FUZZY CLASSIFICATION 

 The ability to accommodate ambiguity in the training and test data necessitates a fuzzy approach for managing 

the classifier training and test data. The fuzzy k-NN classifier assigns a membership value to the unlabeled signature 

that provides the system with information suitable for estimating the confidence of the decision. The fuzzy membership 

describes what fraction of an unlabeled signature resides in each of the defined classes. If the membership is relatively 

high for two classes and low for three others, then there is a clear delineation between the first two classes and the other 

three, but there is confusion within the first two classes. This data becomes important when ultimately assigning a crisp 

label to the signature. For example, the classifier might assign a signature membership 0.8 to C1, 0.75 to C2, 0.2 to C3, 

and 0.01 to C4. For this situation the signature would likely belong to C1or C2, but the ambiguity between the two 

would be high making a crisp assignment difficult. One of the benefits of using a fuzzy system is that an object can be 

assigned to the category unknown, which in certain situations may provide a much greater advantage over crisply 

assigning the example to the wrong category.  

 

Fuzzy-Rough Classification 

 

 The induction of gradual decision rules, based on fuzzy-rough hybridization, is given in [31]. For this 

approach, new definitions of fuzzy lower and upper approximations are constructed that avoid the use of fuzzy logical 

connectives altogether. Decision rules are induced from lower and upper approximations defined for positive and 

negative relationships between credibility of premises and conclusions. Only the ordinal properties of fuzzy 

membership degrees are used. More recently, a fuzzy-rough approach to fuzzy rule induction was presented in [39], 

where fuzzy reducts are employed to generate rules from data. This method also employs a fuzzy-rough feature 

selection preprocessing step. 

 

 Also of interest is the use of fuzzy-rough concepts in building fuzzy decision trees. Initial research is presented 

in [29] where a method for fuzzy decision tree construction is given that employees the fuzzy-rough ownership 

function. This is used to define both an index of fuzzy-roughness and a measure of fuzzy-rough entropy as a node 

splitting criterion. Traditionally, fuzzy entropy (or its extension) has been used for this purpose. In [33], a fuzzy 

decision tree algorithm is proposed, based on fuzzy ID3, which incorporates the fuzzy-rough dependency function as a 

splitting criterion. A fuzzy-rough rule induction method is proposed in [32] for generating certain and possible rule sets 

from hierarchical data. 

 

Fuzzy Nearest Neighbour Classification 

 

 The fuzzy K-nearest neighbour(FNN) algorithm[34] was introduced to classify test objects based on their 

similarity to a given number K of neighbours(among the training objects), and these neighbours „membership degrees 

to(crisp or fuzzy class labels. For the purpose of FNN, the extent C(y) to which an unclassified object y belongs to a 

class C is computed as: 

C(y) = 

Nx

yCyxR )(),(

         

Where N is the set of object y‟s K nearest neighbours, and R(x, y) is the [0, 1]-valued similarity of x and y.  

 

The fuzzy KNN algorithm FNN (U, C, y, K) 

 

U, the training data; C, the set of decision classes; 

y, the object to be classified; K, the number of nearest neighbour; 

(1) N   getNearestNeighbours(y, K); 

(2) C   C 

(3) C(y) = 
)(),( xCyxR

Nx   

(4) output CC

maxarg
(C(y)) 
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(5)  

Initial attempts to combine the FNN algorithm with concepts from fuzzy rough set theory were presented in [37, 38]. 

 

 Fuzzy-Rough nearest Neighbour (FRNN) Algorithm 

 

 The algorithm given below, combining fuzzy-rough approximations with the ideas of the classical FNN 

approach, in what follows, FRNN-FRS and FRNN-VQRS denote instances of the algorithm where traditional, and 

VQRS, approximations are used, respectively. The rationale behind the algorithm is that the lower and the upper 

approximation of a decision class, calculated by means of the nearest neighbours of a test object y, provide good clues 

to predict the membership of the test to that class. 

 

 In particular, if (R↓C)(y) is high, it reflects that all (most) of y‟s neighbours belong to C, while a high value of 

(R↑C)(y) means that at least one (some) neighbour(s) belong(s) to that class, depending on whether the FRE or VQRS 

approximations are used. A classification will always be determined for y due to the initialization of  to zero in line 

(2) of Fig. 2.To perform crisp classification, the algorithm outputs the decision class with the resulting best combined 

fuzzy lower and upper approximation membership, in the fuzzy lower and upper approximations to determine class 

membership. The complexity of the algorithm is O (|C|. (2|U|)). 

 

The FRNN algorithm for classification FRNN (U, C, y) 

 

U, the training data; C, the set of decision classes; 

y, the object to be classified. 

(1) N   getNearestNeighbours(y, K) 

(2)     0, Class   


 

(3)  C   C 

(4)   if (((R↓C)(y) + (R↑C)(y)) / 2    ) 

(5)    Class   C 

(6)       (R↓C)(y) + (R↑C)(y)) / 2 

(7)  output Class 

 

When using FRNN-FRS, the use of K is not required in principle: as R(x, y) gets smaller, x tends to have only have a 

minor influence on (R↓C)(y) and (R↑C)(y). For FRNN-VQRS, this may generally not be true, because R(x, y) appears 

in the numerators as well as the denominator. In which Ra(x, y) is the degree to which objects x and y are similar for 

attribute a. 

IV. RESULTS AND DISCUSSION 

DATA SET INFORMATION 

 

 The classification task of this database is to determine where patients in a postoperative recovery area should 

be sent to next. Because hypothermia is a significant concern after surgery, the attributes correspond roughly to body 

temperature measurements. 

 

Attribute Information: 

1. L-CORE (patient's internal temperature in C), high (> 37), mid (>= 36 and <= 37),low (< 36) 

2. L-SURF (patient's surface temperature in C), high (> 36.5), mid (>= 36.5 and <= 35), low (< 35) 

3. L-O2 (oxygen saturation in %), excellent (>= 98), good (>= 90 and < 98), fair (>= 80 and < 90), poor 

 (< 80) 

4. L-BP (last measurement of blood pressure), high (> 130/90), mid (<= 130/90 and >= 90/70), low (< 

90/70) 

5. SURF-STBL (stability of patient's surface temperature): stable, mod-stable, unstable 

6. CORE-STBL (stability of patient's core temperature): stable, mod-stable, unstable 

7. BP-STBL (stability of patient's blood pressure): stable, mod-stable, unstable 

8. COMFORT (patient's perceived comfort at discharge, measured as an integer between 0    and 20) 

9. Decision ADM-DECS (discharge decision): 
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a. I (patient sent to Intensive Care Unit) 

b. S (patient prepared to go home) 

c. A (patient sent to general hospital floor) 

From all the attributes of the dataset mentioned above, all attributes are well-defined but the attribute Comfort isn‟t 

clearly defined. The attribute Comfort is not depended on all other attributes and also the calculation of its value is not 

given. So, we can remove that attribute from the implementation. The implementation in WEKA [42] will be done by 

taking 5 different algorithms. To analyze all the algorithms following parameters are used: 

 

1. Kappa statistic 

 

 The Kappa Statistic can be defined as measuring degree of agreement between two sets of categorized data 

(reliability of the data collected and validity) [50]. Kappa result varies between 0 to 1 intervals.  Higher the value of 

Kappa means stronger the agreement/ bonding. If Kappa = 1, then there is perfect agreement. If Kappa = 0, then there 

is no agreement.  If values of Kappa statics are varying in the range of 0.40 to 0.59 considered as moderate, 0.60 to 

0.79 considered as substantial, and above 0.80 considered as outstanding [41]. 

 

2. MAE (Mean Absolute Error) 

 

 Mean absolute error can be defined as sum of absolute errors divided by number of predictions.  It is measure 

set of predicted value to actual value i.e. how close a predicted model to actual model. 

 

3. ROC Area 

 

 ROC area provides comparison between predicted and actual target values in a classification. It describes the 

performance of a model with complete range of classification thresholds or in other words, it has been used for model 

comparisons.  ROC area varies between 0 to 1 intervals [40].  By default classification threshold for binary 

classification is .5. When the probability of a prediction is 50% or more, the model predicts that class. Changes  in the  

classification  threshold affects  the predictions made by the  model;  if the threshold for predicting the positive class is 

changed from 0.4 to 0.7 then  fewer positive predictions will be made. This will affect the distribution of values in the 

confusion matrix. 

4. RMSE (Root Mean Square Error) 

  Root mean square error is defined as square root of sum of squares error divided number of predictions.  It is 

measure the differences between values predicted by a model and the values actually observed. Small value of RMSE 

means better accuracy of model.  So, minimum of RMSE & MAE better is prediction and accuracy. 

 

 First we classify the dataset using two test options i.e.: using training method and 10 cross fold method. The 

test values of those parameters are given in the Table 1. 

 

Classifier Use Training Set Method Use 10 Cross Fold Method 

Kappa  

Statistics 

MA

E 

RO

C 

Area 

RMS

E 

Kappa  

Statistics 

MA

E 

RO

C 

Area 

RMS

E 

Naïve Bayes 0.1074 0.26

77 

0.6

43 

0.36

41 

-0.0413 0.29

82 

0.3

95 

0.40

18 

ID3 0.7024 0.08

59 

0.9

65 

0.20

73 

-0.1481 0.32

09 

0.4

32 

0.54

33 

J48 0 0.28

18 

0.5 0.37

54 

-0.021 0.28

42 

0.4

41 

0.37

89 

FuzzyRoughNN 0.7024 0.30

29 

0.8

92 

0.36

56 

-0.06 0.35

65 

0.4

33 

0.42

92 

FuzzyNN -0.0413 0.20

74 

0.4

85 

0.45

54 

-0.06 0.35

65 

0.4

33 

0.42

92 

 

Table 1: Use Training Set Method 
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From the Table 1 statistics, it is clear that the “Use Training Set Method” has better performance than “10 Cross    Fold 

Method”. 

 
 

Fig 1: Graph showing comparison of algorithms using “Use Training Method” 

 

 
 

Fig 2: Graph showing comparison of algorithms by using “10 Cross Fold Method” 

 

 Figure 1 and 2 show that the comparison of classifiers with the help of two test options. These figures also 

state that “Use Training Set Method” has better performance than “10 Cross Fold Method” under these 3 observations: 

 

 Firstly, the value of RMSE and MAE .Lower these values, better the prediction. So, “Use Training Method 

“has minimum value of RMSE and MAE as compare to “10 Cross Fold Method” (except the value of RMSE 

of FuzzyNN). 

 Secondly, the value of Kappa statistics. Comparing above discussed method; “Use Training Set Method” has 

better value than “10 Cross Fold Method” The values of Kappa statistics are all negative values in “10 Cross 

Fold Method”, so obviously it is not better. 

 Third, The value of ROC .Higher the value of ROC means  higher positive predictions that can affect confuse 

matrix that provides the value of sensitivity, specification etc .From above table we can clearly see that the 
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value of ROC area of all algorithm by using “Use Training Set Method” higher than using “Use 10 Cross Fold 

Method”. 

 

So, from above analysis we can now only consider “Use Training Set Method” to compare all algorithms. Kappa 

statistics of ID3 and FuzzyRoughNN are same i.e. 0.7024. ROC area‟s values are higher than other 3 algorithms. Also 

MAE and RMSE values are comparatively smaller, so we can take these two algorithms for further analysis. 

 

Next we take only “Use Training Method” for comparing classifiers but with other new parameters like time taken to 

build the model, Relative Absolute Error, Root Relative Squared Error, and the percentage value of classifying 

instances. We take those parameters for next test and found the values as given in the Table 2. 

 

Classifier Correctly 

Classified Instances 

(%) 

Incorrectly 

Classified 

Instances (%) 

Time 

Taken 

(seconds

) 

Relative 

Absolute Error 

(%) 

Root Relative 

Squared Error 

(%) 

Naïve Bayes 73.3333 26.6667 0 93.2633 96.9547 

ID3 88.8889 11.1111 0.02 29.9334 55.2018 

J48 71.1111 28.8889 0 98.1724 99.97 

FuzzyRoughNN 88.8889 11.1111 0 105.5255 97.3575 

FuzzyNN 68.8889 31.1111 0 72.2531 121.2881 

 

Table 2: Comparison of algorithms using only “Use Training Method” 

 

From the above Table 2, we can see that the followings: 

 The correctly classified instances of ID3 and FuzzyRoughNN is 88.8889 i.e. same and also the value of 

incorrectly classified instances. 

 Time taken to build the model of ID3 is 0.02 but of FuzzyRoughNN is 0. 

 But the Root Absolute Error and Root Relative Squared Error value of both algorithms are different but lower 

the value of ID3. 

 

 

 From the above experiments it is clearly seen that ID3 and FuzzyRoughNN are the best algorithm for 

classifying post operative patient dataset. But comparing these two algorithms the value of the Kappa statistics is 

correctly classified instances are same for both. The value of FuzzyRoughNN for time taken is only less than ID3.But 

all other error values of ID3 are less than FuzzyRoughNN. So, it is clearly told that the ID3 algorithm is better than all 

other algorithms for classifying post operative patient data set. 

 

V. CONCLUSION AND FUTURE WORK 

 In the first phase we took two test option like “Use training set” and “Use 10 cross fold” and take some 

parameters like RMSE, ROC  Area, MAE, Kappa  Statistics to test that which test option is better. In this phase we 

implement those 5 algorithm and the results are recorded in a table. Then it is clearly observable that “Use training set” 

test options is more better than “Use 10 cross fold “.After analysis  of all parameters it is clearly seen that ID3 and 

FuzzyRoughNN are better than other algorithm. 

 

In the second phase we took some other parameters like time taken to build the model, Relative Absolute Error, Root 

Relative Squared Error, and the percentage value of classifying instances .Again we noted the value of all parameters of 

all algorithm. After all observation it is it is finally said that FuzzyRoughNN and ID3 are best algorithm for 

classification and prediction of Post operative patient dataset and ID3 algorithm is the best of twos. 

 

The default settings of the various techniques in WEKA were used to perform the experiments. This may have affected 

the performance of the techniques. An exploration of different parameters could be made to assess the impact on the 

results obtained from this project. This project has identified the best technique that will offer the most efficient 

performance when applied to classify Post Operative dataset in the medical organization. In theory, this has proven to 

yield better results or returns. It is also recommended that this is applied in the field and monitored to validate these 

results. 
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