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ABSTRACT: Adaptive Binary Arithmetic coding is an effective mode of coding. In this paper we propose an efficient 
adaptive binary arithmetic coder, which is multiplication-free and look-up table free. To achieve this, we combine the 
probability estimation based on the virtual sliding window technique with the approximation of multiplication and the 
use of simple operations to calculate the next approximation after the encoding of each binary symbol. We show that 
the proposed algorithm is faster and provides the better compression efficiency compared to the M-coder in the 
CABAC entropy coding scheme of the H.264/AVC video coding standard.  
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I.INTRODUCTION 
  

Arithmetic coding has attracted a growing attention in the past few years. It is an effective mode of coding and it is 
one of the very important algorithms in all image and video compression standards such as JPEG [1], JPEG-2000 [2] 
and H.264/AVC [3], HEVC [4], Dirac [5]. The algorithm is not only a lossless data compression method but also a type 
of entropy encoding. The arithmetic coder used in these standards which is multiplication free adaptive binary 
arithmetic coder with bit-renormalization and look-up tables used for multiplication approximation and probability 
estimation. 

 
A basic idea about arithmetic coding uses a single floating point instead of string of input symbols so that it can be 

obtain a more efficient compression. The method is representing the encoded information as an interval between real 
axis of 0  ̴ .The interval is smaller than longer information, and indicating a longer information needs more number 
binary. 

 
As a common requirement for all these applications, there is need for a fast and efficient binary arithmetic coding 

scheme. Efficient implementations in arithmetic coding both in hardware and software, however are not only required 
in the application domains of image and video coding but also in the data compression scheme needs high throughputs 
of arithmetic codes. 

 
The most efficient ABAC is the M-coder [7], which is the core of the context adaptive binary arithmetic coding 

(CABAC) [9] used in H.264/AVC. Since, M-coder is a key component of the entropy encoding in both compression 
schemes, the implementation of the ABAC with smaller memory foot print and lower computational complexity and 
higher compression efficiency remains an important challenge. 

 
II.RELATED WORK 

 
Arithmetic coding is a form of Entropy used in Lossless Data Compression. Normally, a string of characters such as 

the words "hello there" is represented using a fixed number of bits per character, as in the code. When a string is 
converted to arithmetic encoding, frequently used characters will be stored with fewer bits and not-so-frequently 
occurring characters will be stored with more bits, resulting in fewer bits used in total. Arithmetic coding differs from 
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other forms of entropy encoding such as  in that rather than separating the input into component symbols and replacing 
each with a code, arithmetic coding encodes the entire message into a single number, a fraction n where (0.0 ≤ n < 1.0). 

 
What most compression systems have in common is the fact that the final process is entropy encoding, which is the 

process of representing information in the most compact form. It may be responsible for doing most of the compression 
work or it may just complement what has been accomplished by previous stages. When we consider all the different 
entropy coding methods, and their possible applications in compression applications, arithmetic coding stands out in 
terms of elegance, effectiveness and versatility, since it is able to work most efficiently in the largest number of 
circumstances and purposes. 

 
Figure 1: System with typical processes for data compression. Arithmetic coding is normally the final stage, and the 
other stages can be modeled as a single data source Ω. 
 

Arithmetic coding is different from other coding methods for which we know the exact relationship between the 
coded symbols and the actual bits that are written to a file. It codes one data symbol at a time, and assigns to each 
symbol a real valued number of bits. 

 
The code value v of a compressed data sequence is the real number with fractional digits equal to the sequence's 

symbols. We can convert sequences to code values by simply adding “0." to the beginning of a coded sequence, and 
then interpreting the result as a number in base-D notation, where D is the number of symbols in the coded sequence 
alphabet. For example, if a coding method generates the sequence of bits 0011000101100, then we have 

Code sequence d = [0011000101100] 
Code value v = 0: 00110001011002 = 0.19287109375 

  
III.THE MAIN CONTRIBUTION OF THE PAPER  

 
In this paper, we present an efficient adaptive binary arithmetic coder which does not require multiplications and 

look-up tables. The proposed algorithm is a modification of ABAC based on virtual sliding window (VSW). It also 
allows assigning a specific window length depending on the statistical properties of the corresponding binary source. 
Therefore, in comparison to the state-of-the-art M-coder, it is faster and requires no look-up tables. Furthermore, it 
improves the compression efficiency.  

 
IV.PROPOSED METHOD 

 
A. Multiplication-free implementation:  

 
Probability estimation can be implemented by state machine approach. Some probability value is corresponds to 

each state. The transition state to state is defined by the value of the input symbol. This approach does not require 
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multiplications or divisions for probability calculations. In addition to this the fixed set of states allows to implement 
the interval division part of the arithmetic coder without multiplications [6]. 

 
For example let us consider a state machine based probability estimation in state-of-the-art M-coder from 

H.264/AVC standard. In M-coder [7] input symbols are divided in two types: Most probable symbols (MPS) and least 
probable symbols (LPS). State machine contains 64 states. East state defines probability estimation for least probable 
symbol. Set of probability values {  ̂p0,p̂1,̂p2......p̂63 }. 

 
To remove the multiplication, M-coder uses its approximation. After the renormalization procedure, register R 

satisfies the following inequality: 
1
2 2ିଵ ≤ ܴ < 2ିଵ                                                                                    (1) 

From (1) it follows that a multiplication can be approximated in the following way: 
ܶ = ܴ × ௧̂ ≈ ܽ2ିଵ × ௧̂                                                                          (2) 

 
B. Look-up table implementation: 
 

A probability estimation using virtual sliding window is proposed [10] 
 

 

´௧ାଵݏ    =

⎩
⎪
⎨

⎪
⎧ ´௧ݏ + 

ܽ2ିଵ2ఠ − ´௧ݏ + 2ఠିଵ

2ఠ
 ௧ݔ ݂݅                    , = 1

                                                                                         

´௧ݏ − 
´௧ݏ + 2ఠିଵ

2ఠ
 ௧ݔ ݂݅                                            , = 0

        (3) 

 
In comparison with the M-coder, provides better compression efficiency due to an assignment of a specific virtual 

sliding window length selected according to the statistical properties of the corresponding binary source [10] and using 
multiplication in interval division part of the arithmetic coder instead of its approximation. Nevertheless, using these 
multiplications is not efficient; especially for a hardware implementation. 

 
 The proposed method gives the solution uses look-up table-free approach based on virtual sliding window (VSW). 

As an alternative to arithmetic coders, range coders use bytes as output bit stream element and do byte renormalization 
at a time. It was shown that adaptive binary range coder allows decreasing computation complexity. The new CABAC 
architecture was proposed. This architecture reduces the memory requirement by 50%, with at the expense of up to 
0.02% coding loss. 

 
THE PROPOSED ADAPTIVE BINARY ARITHMETIC CODER  

To eliminate the multiplication operation, we use a similar reasoning as the one described in the above. Let us 
multiply both sides of above equation by α2b-1: 

 

´௧ାଵݏ = ൬1−
1
ܹ
൰ . ´௧ݏ + ௧ݔ2ିଵ ߙ                                                                 (4) 

Where ݏ௧´ =   ௧ after integer rounding of (4) we obtainݏ2ିଵߙ
 

´௧ାଵݏ                                     =

⎩
⎨

´௧ݏ⎧ + ඌଶ
್షభଶഘି௦

´ାଶഘషభ

ଶഘ
ඐ ௧ݔ ݂݅                           , = 1

                                                                                         
´௧ݏ − ඌ௦

´ାଶഘషభ

ଶഘ
ඐ ௧ݔ ݂݅                                           , = 0

                   (5)    

Taking into account of equations (1), (2) 
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ܶ = ܴ × ௧̂ ≈
´௧ݏ + ߂ × 1

4 ௧ݏ
´

2ఠ  , ߂ ݁ݎℎ݁ݓ =
ܴ − 2ିଶ

2ିସ                        (6)   
 
The proposed coder can be implemented by using conditional and addition operations 

´௧ݏ > ܽ2ିଶ2ఠ                                                                                    (7)   
By seeing the above equations (6), (7) an adaptive binary arithmetic coding is proposed by using conditional and 
addition operations. 

 
V. SIMULATION RESULTS 

 
For practical experiments the proposed adaptive binary arithmetic coder was embedded into the JM codec which is 

the reference software of H.264/AVC video coding standard. Compression results were obtained for the test video 
sequence “Pedestrian Area “for the Main profile of the standard. Bit-rate savings in percentage related to the M-coder 
for different quantization parameters are presented in Table 1. For both coders L and R are 10-bits registers (b = 10). 
                         

Table1. Bit-rate savings (in %) related to the M-coder for “Pedestrian Area“(1920×1080, 60 frames) 
 

QP 0 10 20 30 40 50 
W=25 0.80 0.46 0.40 0.40 0.39 0.28 
W=26 1.12 0.67 0.58 0.47 0.21 -1.04 

 
Figure2. Shows the encoding time for 108 input binary symbols of binary memory less sources with fixed ones 
probability. 
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Fig.3 encoding time for 108 binary symbols 

 
Our results show that the proposed adaptive binary arithmetic coder allows improving compression ratio of the 

H.264/AVC video coding standard for fixed visual quality. At the same time it has less encoding time than the M-
coder. 

 
VI.CONCLUSION 

 
A new fast and efficient algorithm of binary arithmetic coding was presented. In comparison to the M-coder, it is 

faster, achieves better compression efficiency and less computational complexity and does not require look-up tables. 
Taking into account of these considerations the proposed coder is a modification of ABAC based on VSW. This coder 
can also achieve the trade-off between adaptation speed and precision of the probability estimation due to the 
utilization of different window sizes w. Experimental results have shown that our proposed coder provides advantages 
both in terms of compression performance and speed, when compared to the state-of-the-art M-coder.  Therefore, the 
proposed ABAC can be more preferable for a future image and video coding standards and non-standardized codec’s. 
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